Computing $p$th roots in extended finite fields of prime characteristic $p \geq 2$
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Direct computation of $p$th roots in extended finite fields of characteristic $p \geq 2$ is introduced, wherein the reduction polynomial is irreducible and can be even random. Proposed method works in any case of $p \geq 2$ and finite field extension. This method is the most efficient, it is even more efficient than the method, which is widely used, based on inversion of squaring matrix utilised in the case of $p = 2$. This method is more efficient regarding the computation and storing of the matrix as well as the computation of the roots.

Introduction: Let $GF(p^m) := GF(p)[X]/m(X)$ be the finite subfield, where $m(X)$ is an irreducible polynomial of degree $m > 0$, and $p$ is a prime $\geq 2$.

Let $g(Z), \deg g(Z) = t > 0$, be an irreducible polynomial in $GF(p^m)[Z]$, then the extended finite field is defined as $GF(p^m) := GF(p^m)[Z]/g(Z)$.

This work deals with computation of $p$th root $r(Z)$ of a polynomial $n(Z) \in GF(p^m)[Z], 0 \leq \deg n(Z) \leq t - 1$, modulo the $g(Z)$:

$$r(Z) = \sqrt[n]{n(Z)} \mod g(Z),$$

where $r(Z)$ and $n(Z)$ are polynomial representations of elements in the extended finite field $GF(p^m)$.

This kind of $p$th root computation is very important in many applications, particularly in coding and cryptography. One interesting example is the original [1] McEliece PKC which is proposed to use binary irreducible goppa codes, or the Niederreiter PKC based on the same codes, which belongs to the post-quantum cryptography, cryptography which is not threatened even employing quantum crytanalysis.

Related Work & Our Contribution: Therefore, there exist alternatives how to compute the $p$th root. The most efficient and widely used method in case of $p = 2$ is to use so called square root matrix created taking inversion [2] of squaring matrix to the widely used method using roots in $GF(p)$ root matrix which works for $p = 2$ only. However, even comparing to the widely used method using $S_{\pi}$, this method is more efficient regarding both the matrix preparation and storing, and also regarding the computation of the roots. The preparation of the matrix (17) is more efficient because it has less columns, because of the (11) that computes next carry polynomials based on initial carry polynomials in (9) and then based on previous ones, and particularly because there is not computed the inversion. The final roots computation is more efficient because the matrix (17) has less columns. The matrix in (17) is $t \times t - (\lfloor t/p \rfloor)$, see (3), (6), and (17) respectively. Hence, less computations and memory is needed to create and store the matrix, and fewer multiplications and additions are needed to compute the roots.

The $p$th root computation: The $p$th root ($r$) is split to the Left and Right parts, in the way $L$ contains exponents of terms which do not have to be reduced, and $R$ contains exponents of carry terms which must be reduced, as follows

$$L_r := (L_j)_{0 \leq j < t}, \quad (2)$$
$$t_1 := [t/p], \quad (3)$$
$$L_j := jp, \quad (4)$$
$$R_r := (R_k)_{0 \leq k < t}, \quad (5)$$
$$t_2 := t - t_1. \quad (6)$$

For $k : 0 \leq k \leq p - 2, k < t_2$:

$$R_k := (k + 1)p, \quad (7)$$

$$\pi := p^{mt_1 - 1} \equiv p^{-1} \pmod {p^{mt_1}}, \quad (8)$$

and for $k : (p - 1) \leq k < t_2$:

$$R_k := R_{k-(p-1)} + 1. \quad (10)$$

The $p$th root can then be written as:

$$\sqrt[n]{n(Z)} = \sum_{j=0}^{t_1-1} Z^j \sqrt[n]{R_{L_j}} + \sum_{k=0}^{t_2-1} Z^{R_k} \sqrt[n]{R_{L_k}} \mod g(Z), \quad (12)$$

where $C_{\pi}$ are column vectors of coefficients of polynomials $C_{\pi}(Z)$.

Multiplications, additions, and $p$th roots are operations in the subfield.

Conclusion: Very efficient, direct $p$th root computation in extended finite fields of characteristic $p \geq 2$ working even for random irreducible reduction polynomial and for any finite field extension was proposed. The matrix in (17) is $t \times t_2$, see (3) and (6), which is less than in $S_{\pi}$ case. Further, the inversion is not needed here, this is indeed direct computation. Carry roots in (11) are computed efficiently using initial (9) and then previous carry polynomials, thus big exponents in (10) are not used, it is only important to consider $k$ instead of $R_k$. Fewer multiplications and additions are needed to compute the roots, less computations and memory is needed to create and store the matrix, and if parameters $p, m(X)$, and $t$ are fixed, this solution can be hardwired, only the matrix elements must be recomputed if $q(Z)$ change.
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